Convex optimization-based windowed Fourier filtering with multiple windows for wrapped-phase denoising
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The windowed Fourier filtering (WFF), defined as a thresholding operation in the windowed Fourier transform (WFT) domain, is a successful method for denoising a phase map and analyzing a fringe pattern. However, it has some shortcomings, such as extremely high redundancy, which results in high computational cost, and difficulty in selecting an appropriate window size. In this paper, an extension of WFF for denoising a wrapped-phase map is proposed. It is formulated as a convex optimization problem using Gabor frames instead of WFT. Two Gabor frames with differently sized windows are used simultaneously so that the above-mentioned issues are resolved. In addition, a differential operator is combined with a Gabor frame in order to preserve discontinuity of the underlying phase map better. Some numerical experiments demonstrate that the proposed method is able to reconstruct a wrapped-phase map, even for a severely contaminated situation.
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1. INTRODUCTION

Interferometry-based measurement techniques generally observe information of interest as a wrapped-phase map. The so-called wrapped phase is a restriction of the original phase to the interval $[-\pi, \pi]$ by adding or subtracting an integer which is a multiple of $2\pi$. The process of recovering the original phase from its wrapped version by removing the modulus $2\pi$ ambiguities, called phase unwrapping, is necessary to acquire the information. If the magnitude of phase difference between adjacent pixels is less than $\pi$ (i.e., if the Itoh condition is satisfied) the unwrapped phase can be obtained exactly by a path-following algorithm. However, the presence of measurement noise often violates the condition, and phase unwrapping becomes an ill-posed problem. Thus, many unwrapping techniques have been proposed during the last two decades to overcome such difficulties [2–8].

An effective strategy for eliminating the issue is to integrate a denoising filter before or within the unwrapping process [9–18]. Such a denoising process is usually desirable because the unwrapping problem becomes considerably easier as the noise level becomes lower. One successful approach is the windowed Fourier transform (WFT)-based filter, which is often called windowed Fourier filtering (WFF) [19–24]. The procedure of WFF is as follows. First, a wrapped-phase map $\varphi$ is converted into the exponential phase field (EPF): $e^{\imath \varphi}$, where $\imath = \sqrt{-1}$. Second, EPF is represented by a linear combination of windowed sinusoidal functions via WFT. Then, a thresholding operator is employed to enforce sparsity on the noisy EPF in the WFT domain. Finally, the inverse WFT provides denoised EPF, and the corresponding wrapped phase is obtained by calculating the principal value of its complex argument. Conversion of wrapped phase to EPF is necessary to remove the difficulty caused by the $2\pi$ discontinuity of the wrapping effect. Since EPF is a sinusoidal function, a Fourier-type transformation, including WFT, allows sparse representation of noiseless EPF. At the same time, noisy EPF is generally not sparse in the WFT domain. This sparsity-based characterization admits WFF to be a reasonable and effective approach for denoising the wrapped phase.

Although WFF has achieved great success, there are some shortcomings. The first point is high computational complexity. WFF is usually based on the full WFT, which results in extremely redundant representation. In general, redundancy in the transformed domain should be controlled properly in order to avoid unnecessary computation. Another point, which is closely related to the first one, is that WFF has less freedom on a choice of a window function. There are infinitely many pairs of a window function and its dual counterpart, which should be chosen depending on application. Nevertheless, the ordinary WFF seems to adopt only the Gaussian window, whose support is not compact. The last but most important point is that there is a trade-off between the effectiveness of
noise removal and preservation of details [25,26]. When the window size is large, random noise can be effectively removed. However, essential details of a phase map, such as rapid change or discontinuity, may be damaged easily due to oversmoothing. On the other hand, a small window, which can preserve such details, is usually less effective for noise reduction. Although some methods using adaptive windows have been proposed to resolve this trade-off [13,14], adaptation of window size may suffer from instability because adaptation itself is another difficult task in the presence of noise.

In this paper, a denoising method for a wrapped-phase map based on sparse convex optimization techniques is proposed. It can be viewed as an improved version of WFF, since it relies upon the same sparsity principle, while the proposed method allows simultaneous use of multiple windows with controllability of computational cost. Also, it allows one to ignore low-frequency components that often degrade performance of WFF. The main contributions of this paper can be summarized as follows:

- Use of the Gabor frame instead of WFF. The two-dimensional Gabor frame representation, which is a mathematical framework for representing a two-dimensional function by combination of the windowed Fourier functions, allows us to control redundancy and to choose any window function whose dual window is reasonably available. Therefore, our formulation can easily balance computational cost and effectiveness of noise reduction by varying the redundancy.

- Formulation of the wrapped phase denoising problem as a convex optimization problem involving an infimal convolution type regularization term. The regularizer is designed to enforce sparsity on EPF in the Gabor frame domains computed with multiple windows. Thus, the above-mentioned trade-off on performance due to the window size can be solved by using windows with different sizes simultaneously. It also allows us to compose some linear transformations, a difference operator in the case of this paper, which can enhance the performance of noise reduction.

- Providing an efficient iterative algorithm for solving the optimization problem. The proposed algorithm is based on a recently developed accelerated linearized preconditioned alternating direction method of multipliers (ALP–ADMM) so that no matrix inversion is involved in each step. Hence, the proposed method can be implemented as a matrix-free scheme, which greatly saves computational resources and time compared to a full matrix implementation. If we ignore the computational complexity of the proposed algorithm is \( O(N) \) where \( N \) is the number of total pixels. Therefore, the Gabor frame representation, which may be computed with \( O(K \log M) \) by using the fast Fourier transform, is the main computational cost, and that can be reduced by decreasing its redundancy, where \( K \) and \( M \) depend on the number of frequency channels and shifting width.

This paper is organized in the following way. First, an interpretation of WFF in terms of sparse optimization is introduced in Section 2. Then, the proposed method is described as an extension of WFF in Section 3, with a brief explanation of the Gabor frame and convex optimization. Its experimental results are presented in Section 4, and finally, the paper concludes with Section 5.

### 2. INTERPRETATION OF WFF AS OPTIMIZATION

In this section, the standard WFF is explained as a procedure solving a sparse optimization problem. This optimization point of view will clarify the relationship between WFF and the proposed method in the subsequent section.

#### A. Two-Dimensional WFF

The two-dimensional WFF is a Fourier-based integral transform often defined as

\[
(W \psi f)(y, k) = \int_{\mathbb{R}^2} f(x)g(x-y)e^{-2\pi i (k \cdot x)} \, dx,
\]

where \( x, y \in \mathbb{R}^2 \) are position vectors, \( g \) is a window function whose \( L^2 \)-norm is normalized to one, \( \mathbb{F} \) is the complex conjugate of \( z \), \( \langle \cdot, \cdot \rangle \) is the standard inner product, and \( k \in \mathbb{R}^2 \) is a spatial frequency vector (for simplicity, we will omit some mathematical details that are not important for describing the proposed method such as \( f, g \in L^2(\mathbb{R}^2) \)). Its inverse transform,

\[
f(x) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} (W \psi f)(y, k)g(x-y)e^{2\pi i (k \cdot x)} \, dy \, dk,
\]

allows reconstruction of \( f \) from its representation \( W \psi f \). For notational convenience, Eq. (2) will be denoted as

\[
f = W_{\text{inv}}^\psi \psi f.
\]

A window function \( g \), usually the Gaussian function in the context of WFF, provides spatially local information of \( f \). Compared to the global nature of the Fourier transform, this localization property is preferable for most applications because frequency components of practical data usually vary in position.

#### B. WFF

WFF is a denoising method for a fringe pattern and wrapped phase. It is defined as a thresholding operation in the WFT domain:

\[
\tilde{f} = W_{\text{inv}}^\psi T^\lambda_{\text{hard}}[W \psi f],
\]

where for a threshold value \( \lambda > 0 \),

\[
T^\lambda_{\text{hard}}[z] = \begin{cases} 
    z & (|z| \geq \lambda) \\
    0 & (|z| < \lambda)
\end{cases}
\]

is the element-wise hard-thresholding operator. In the case when WFF is applied to a wrapped-phase map \( \varphi \), conversion between the wrapped phase and EPF is required before and after the filtering, i.e.,

\[
\tilde{\varphi} = \text{Arg}[W_{\text{inv}}^\psi T^\lambda_{\text{hard}}[W \psi e^{i\varphi}]],
\]

where the symbol \( \text{Arg}[z] \) denotes the principal value of the complex argument of \( z \). The thresholding operator converts a vector into a sparser one: a vector consists of more zeros. Therefore, thresholding has an ability to recover clean EPF, which is sparsely represented in the WFT domain because of its sinusoidal nature, from noisy EPF, whose WFT domain representation is usually not sparse.

#### C. Optimization View of WFF

The hard-thresholding operator provides a solution to the following minimization problem [27]:

\[
\min_{\psi f} \|W \psi f\|_1 \quad \text{subject to} \quad \|f - W_{\text{inv}}^\psi \psi f\|_2 \leq \epsilon
\]

where \( \epsilon \) is a small value.
where \( \|x\|_0 \) is number of nonzero elements of a vector \( x \). Therefore, with suitable discretization of WFT, WFF can be viewed as an optimization procedure solving Eq. (7) in the discrete WFT domain.

This optimization problem naturally arises in sparse modeling, since \( \cdot \| \cdot \|_0 \) is the most direct realization of a sparsity-enforcing penalty function. More generally, replacing \( \cdot \| \cdot \|_0 \) in Eq. (7) with any function promoting sparsity can recover a sparse signal to some extent. Among such penalty functions, probably the most famous and popular one is \( \ell_1 \)-norm \( \|z\|_1 = \sum |z_n| \), which is the convex relaxation of \( \cdot \| \cdot \|_0 \), resulting in the following optimization problem: finding

\[
x^* \in \arg \min_x \left[ \frac{1}{2} \|x - z\|_2^2 + \lambda \|x\|_1 \right],
\]

whose solution is unique and obtained by the element-wise soft-thresholding operation,

\[
T^\lambda_{\text{soft}}[x]_n = \begin{cases} (1 - \lambda/|x_n|)|x_n| & (|x_n| \geq \lambda) \\ 0 & (|x_n| < \lambda). \end{cases}
\]

3. CONVEX OPTIMIZATION-BASED WFF

In this section, the proposed method is described as an extension of WFF. Its building blocks, Gabor frame, and convex optimization techniques are also introduced here briefly.

A. Gabor Frame Representation

Calculation of WFT is time-consuming because it is an extremely redundant representation. Instead, a Gabor frame is adopted for the proposed method so that unnecessary computation can be eliminated by controlling redundancy.

A two-dimensional Gabor system for fixed step size \( a, b > 0 \) is defined as

\[
\{g(x - an)e^{2\pi ib(m,x)}\}_{n,m \in \mathbb{Z}^2}.
\]

It is a Gabor frame if there exists a dual window \( g_d \) and the following reconstruction formula holds [28]:

\[
f(x) = \sum_{n,m \in \mathbb{Z}^2} (\mathcal{F}g)(n,m)g_d(x - an)e^{2\pi ib(m,x)},
\]

where

\[
(\mathcal{F}g)(n,m) = \int_{\mathbb{R}^2} f(x)g(x - an)e^{2\pi ib(m,x)}dx.
\]

Similar to Eq. (3), Eq. (11) will be denoted as

\[
f = \mathcal{F}g \mathcal{F}^\dagger f.
\]

By comparing Eqs. (12) and (11) with Eqs. (1) and (2), it is clear that the Gabor frame can be interpreted as a discretely sampled version of WFT. Therefore, redundancy of Gabor frame representation can be decreased by changing the sampling intervals as long as a reasonable dual window exists. A computationally efficient version of WFF can be written as

\[
\tilde{f} = \mathcal{F}^\dagger \mathcal{T}_\text{hard} \mathcal{F} f,
\]

which utilizes a Gabor frame instead of WFT.

For a window function \( g \), there are infinitely many choices for its dual \( g_d \) satisfying Eq. (11). A tight window is a special class of window function whose dual window is itself. In this study, the canonical tight window \( g_t \), whose frame bound is normalized to one, is adopted [28].

B. Convex Optimization

Convex optimization is a fundamental tool for solving many engineering problems in signal and image processing. It is often formulated as the following minimization problem: finding

\[
x^* \in \arg \min_x \left[ F_d(x) + \lambda G(Lx) \right],
\]

where \( F_d \) and \( G \) are convex functions, respectively called data fidelity term and regularization term; \( \lambda > 0 \) is a tuning parameter balancing the importance of them, and \( L \) is a linear operator. The regularization term is used to implement some prior knowledge, such as sparsity in the transformed domain, while the data fidelity term tries to keep the solution not too different from the observed data \( d \). Recent advances in the field allow \( G \) and/or \( F_d \) to be nondifferentiable. Therefore, the above formulation can include hard constraints to convex sets as well as structured priors necessary for modern signal processing methods [29].

Among several advantages of convex optimization-based formulation, probably the most important one is its ease in achieving a global solution. When objective functions and constraints are all convex, a local minimum of a minimization problem becomes a global minimum. Therefore, convex formulation is less sensitive to an initial value and noise compared to a non-convex one. Convex relaxation is a well-accepted strategy to receive benefit from this advantage. Since globally solving a nonconvex optimization problem is practically impossible, except in some very special cases, the convexly approximated problem of the original problem is solved instead. An example of such relaxation is \( \ell_1 \)-norm, which is a convex function approximating \( \cdot \| \cdot \|_0 \), as introduced in Section 2.C.

C. Proposed Method

To extend WFF for overcoming some difficulties mentioned in Section 1, we first start with a convexly relaxed version of WFF: finding

\[
x^* \in \arg \min_x \left[ \frac{1}{2} \|x - d\|_2^2 + \lambda \|\mathcal{F}^\dagger x\|_1 \right],
\]

which is a solution \( x^* \) that has sparse Gabor frame representation \( \mathcal{F}^\dagger x^* \) and is close to the original observed data \( d \). The degree of sparsity is controlled by the regularization parameter \( \lambda > 0 \); larger \( \lambda \) provides a sparser solution. (Strictly speaking, Eq. (16) and the soft-thresholding version of WFF are similar but not equivalent, since data fidelity is measured in a different domain; see [30]).

In order to incorporate multiple windows, the sparse regularization term is divided into two terms:

\[
\min_{x,y} \left[ \frac{1}{2} \|x - d\|_2^2 + \lambda \left( a \|\mathcal{F}^\dagger (x - y)\|_1 + (1 - a) \|\mathcal{F}^\dagger y\|_1 \right) \right],
\]

where \( y \) is an auxiliary variable, and \( a \in (0, 1) \) is a balancing parameter typically chosen around 0.5. This splitting using the
auxiliary variable is in the form of infimal convolution [31]; thus, we shall call it “infimal convolutional WFF” with two windows. Such decomposition results in a solution which is penalized by either of the regularization terms whose value is smaller. The penalty is designed so that the smooth and detailed parts are handled separately in each term. For example, when $g_{1}$ is a large window and $g_{2}$ is a smaller one, the smooth part of a phase map will be penalized with $\|F_{g_{1}}\|_{1}$, and the detailed part will be penalized with $\|F_{g_{2}}\|_{1}$. Therefore, the window size is automatically and continuously balanced between the two, depending on the position, in the process of optimization. Obviously, it can be easily extended to more than three windows in a similar manner.

Although the above formulation seemingly works, we will modify the second part of the regularizer slightly in order to achieve better results. A known issue of WFF is that its performance will be degraded if low frequency components are contained in each local area because their side lobe violates the sparsity assumption of a clean EPF in the windowed frequency domain. However, such low frequency components will arise quite frequently due to windowing. Therefore, a high-pass filter, or difference operator $D$, is combined with the penalty term; our proposed method is to find

$$x^* \in \arg \min_{x \in \mathbb{C}^{N}} \left[ \frac{1}{2} \|x - d\|_{2}^{2} + \lambda \{a\|F_{g_{1}}(x - y)\|_{1} + (1 - a)\|F_{g_{2}}Dy\|_{1} \} \right].$$

(18)

Each term of the regularizer now ignores low-frequency components, as they will be canceled by $y$, whose low-frequency components are not penalized by any term. Thus, the sparsity assumption should be fulfilled in every local area, and the effectiveness of noise reduction is ensured. In addition, the combination of the high-pass filter can treat discontinuity and detail of a clean phase map better because it enhances such nonsmooth patterns, which are dominated by high-frequency components.

D. ALP-ADMM

Among many convex optimization algorithms [32,33], an ALP-ADMM [34], which is a recently proposed accelerated variant of the well-known ADMM [35], is chosen for solving Eq. (18) in this paper. Here, as usual in convex analysis [31], $\Gamma_{0}(\mathbb{C}^{N})$ denotes the set of all proper lower-semicontinuous convex functions over the Euclidean space $\mathbb{C}^{N}$.

Let us restate the convex optimization problem in Eq. (15): finding

$$x^* \in \arg \min_{x \in \mathbb{C}^{N}} [F(x) + G(Lx)],$$

(19)

where $F \in \Gamma_{0}(\mathbb{C}^{N})$ is differentiable with the $\beta$-Lipschitzian gradient (there exist a positive constant $\beta \in (0, \infty)$ such that $\|\nabla F(x) - \nabla F(y)\| \leq \beta \|x - y\|$) for all $x, y \in \mathbb{C}^{N}$); $G \in \Gamma_{0}(\mathbb{C}^{N})$, $L \in \mathbb{C}^{M \times N}$, and $B$ is a set of box constraints bounding each element of $x$: $|x_n| \leq b_n$ ($b_n > 0$). Then, its solution can be obtained approximately by iterating

\[
\begin{align*}
\tilde{x} &\leftarrow (1 - \frac{\tau}{\tau + 1})\tilde{x} + \frac{\tau}{\tau + 1}x \\
x &\leftarrow P_{B}[x - \frac{\rho}{\tau}(Lx - z) + \nabla F(\tilde{x})] \\
z &\leftarrow \text{prox}_{\frac{\rho}{\tau}G}[Lx + \frac{\rho}{\tau}r] \\
r &\leftarrow r + \frac{\rho}{\tau}(Lx - z) \\
\hat{x} &\leftarrow (1 - \frac{\tau}{\tau + 1})\hat{x} + \frac{\tau}{\tau + 1}x
\end{align*}
\]

(20)

from initial values $x$, $z (= Lx)$, $\tilde{x} (= x)$, and $r = 0$, where $k = 1, \ldots, K$ is the iteration index, $\rho$ is a parameter typically chosen around 1, $\tau = 2\beta + \rho K\|L\|_{2}^{2}$; $\|L\|_{2}$ is the spectral norm of $L$, $L^*$ denotes the adjoint of $L$, $\text{prox}_{\frac{\rho}{\tau}G}[\cdot]$ denotes the proximity operator [33],

$$\text{prox}_{\frac{\rho}{\tau}G}[x] = \arg \min_{y \in \mathbb{C}^{N}} \left[ G(y) + \frac{1}{2\lambda}\|x - y\|_{2}^{2} \right],$$

(21)

and $P_{B}$ is the projection operator to the convex set $B$,

$$P_{B}[x] = \begin{cases} b_n x_n / x_n & (|x_n| \geq b_n) \\ x_n & (|x_n| < b_n). \end{cases}$$

(22)

We should note that Eq. (20) is a simplified version modified so that it is easier to apply to the proposed method. ALP-ADMM can solve more general problems than Eq. (19) with more freedom on choice of the step-size parameters [34].

Algorithm 1: Proposed algorithm (ALP-ADMM)

1. Procedure InfConvWFF $d, x, \lambda, \alpha, \rho, K$.
2. $\tilde{x} \leftarrow x$.
3. $z \leftarrow F_{1}[x]$.
4. $\tau \leftarrow 9 \rho K + 2$.
5. $y \leftarrow 0$, $\zeta \leftarrow 0$, $r \leftarrow 0$, $\gamma \leftarrow 0$.
6. for $k = 1, \ldots, K$ do
7. $t \leftarrow x - y - F_{1}[z - \frac{\lambda}{\tau}r]$.
8. $x \leftarrow P_{B}[z - \frac{\lambda}{\tau}r + \frac{1}{\tau}(1 - \frac{\tau}{\tau + 1})x + \frac{\tau}{\tau + 1}x - d]$.
9. $y \leftarrow P_{1}[y - \frac{\rho}{\tau}\zeta - (\tau + D^*Dy - F_{1}[\zeta - \frac{\rho}{\tau}r])]$.
10. $\rho \leftarrow F_{1}[x - y]$.
11. $\gamma \leftarrow F_{1}[Dy]$.
12. $z \leftarrow T_{\text{Inf}[\frac{\rho}{\tau}]}[p + \frac{\lambda}{\tau}r]$.
13. $\zeta \leftarrow T_{\text{Inf}[\frac{\rho}{\tau}]}[q + \frac{\lambda}{\tau}r]$.
14. $r \leftarrow r + \frac{\lambda}{\tau}(p - z)$.
15. $y \leftarrow y + \frac{\lambda}{\tau}(q - \zeta)$.
16. $\hat{x} \leftarrow (1 - \frac{\tau}{\tau + 1})\hat{x} + \frac{\tau}{\tau + 1}x$.
17. return $\hat{x}$.

E. Proposed Algorithm

In order to apply ALP-ADMM to the proposed method of Eq. (18), we will restate the problem more precisely.

The observation $d \in \mathbb{C}^{N}$ is EPF $\varphi$ converted from a noisy wrapped-phase map $\varphi$ that consists of $N = N_{x} \times N_{h}$ pixels, where $N_{x}$ and $N_{h}$ are, respectively, the numbers of vertical and horizontal pixels. Let the two Gabor frame transformations $F_{\text{Sin}} : \mathbb{C}^{N} \rightarrow \mathbb{C}^{R_{1} x N}$ and $F_{\text{Sin}} : \mathbb{C}^{N} \rightarrow \mathbb{C}^{R_{2} x N}$ be simply written as $F_{1}$ and $F_{2}$, where $R_{1}$ and $R_{2}$ are the redundancy of the transformations. The first order difference operator with the Neumann boundary condition $D : \mathbb{C}^{N} \ni x \mapsto (x_{n}, x_{n}) \in \mathbb{C}^{2N}$ and its adjoint $D^*$ are defined as usual [36], where $x_{n}$ and $x_{n}$ are the vertical and horizontal difference of $x$. By defining a
linear operator \( L : \mathbb{C}^{2N} \xrightarrow{\mathcal{F}} (\mathcal{F}^{[1]}(x-y), \mathcal{F}^{[2]}(x-y)) \in \mathbb{C}^{R+N+2R+N} \) and two convex functions \( \mathcal{F} : \mathbb{C}^{2N} \ni (x,y) \mapsto \frac{1}{2} \|x - \alpha\|_2 \in \mathbb{R} \) and \( \hat{G} : \mathbb{C}^{R+N+2R+N} \ni (x,y) \mapsto \lambda \| \alpha \|_1 + (1 - \alpha) \|y\|_1 \in \mathbb{R} \), the proposed formulation of Eq. (18) can be viewed as the convex optimization problem, Eq. (19).

Thus, Algorithm 1 can be derived by directly applying ALP-ADMM in Eq. (20), where \( P_\lambda \) is in Eq. (22) with \( b_n = 1 \) for all \( n \). After iterating the algorithm for some \( K \), the denoised wrapped-phase map can be obtained as \( \tilde{\phi} = \text{Arg}[\tilde{x}] \).

F. Some Remarks

Some notes on the proposed method are presented in this subsection.

First, it is well-known that a sparse solution obtained from an \( \ell_1 \)-norm regularized problem contains the bias error: each nonzero element has a smaller modulus compared to the original observation. This phenomenon triggered a great deal of research on reducing this error [27,37]. The proposed method also contains such bias, and thus a solution \( \hat{x} \) has a smaller magnitude than one obtained by a hard-thresholding type method. However, this bias will not be a matter for the wrapped-phase denoising problem, because its objective is to recover the complex argument, which does not depend on the magnitude (see experiments in Section 4). Therefore, the proposed method can receive the benefit of \( \ell_1 \)-norm, for example, robustness to initial values and noise thanks to its convexity, without much concern about its disadvantage in usual applications.

Second, the proposed method treats the gradient terms \( y_n \) and \( y_n^h \) separately, which results in anisotropic thresholding, which is often out of favor in many applications. An isotropic variant of the proposed method can be obtained by simply replacing the soft-thresholder \( T_{\text{soft}} \) in line 14 of Algorithm 1 with the block soft-thresholding operator [38]. However, we empirically found that Algorithm 1 works better than its isotropic variant in terms of the signal-to-noise ratio, perhaps because separately treating the directional difference terms leads to sparser Gabor representation, which can be recovered more efficiently by the thresholding. Therefore, we left the sparsity-inducing regularizer as \( \ell_1 \)-norm instead of the mixed norm.

Finally, it is also well-known that considering some higher-order difference operators instead of only the first-order difference \( D \) can improve the smoothness of a solution. However, just replacing \( D \) with a second-order difference performed worse in our case; this should be caused by the same reason related to sparsity as explained in the previous paragraph. There are several methods for incorporating higher-order differences using infimal convolution, and the proposed method can be improved by them [39]. In this paper, we chose only the first-order difference because of cheaper computational cost. For the same reason, although there are no limitations on using more than two Gabor frames, such possible extension will not be examined here.

4. Experimental Results

In this paper, all experiments were performed on a MATLAB 2015b with an Intel core i7 3.0 GHz processor. Every calculation of Gabor frame representation is done by the large time-frequency analysis toolbox (LTFAT), which is openly available software for frame-based signal processing [40,41].

A. Gabor Frame WFF

Before testing the proposed method, performance of the Gabor frame-based WFF in Eq. (14) was investigated to show how redundancy is related to computational cost and denoising ability.

Figure 1 shows the computational time of Gabor frame representation for several redundancies obtained by varying the number of channels (frequency components) and sliding width of a window. Note that redundancy can take only some discrete values because the parameters (channel number and shifting width) are both integers. Since discrete WFT can be regarded as a fully redundant Gabor frame representation, it is obvious that replacing WFT with a Gabor frame can easily reduce the computational cost of any WFT-based method.

The denoising ability of Gabor frame-based WFF in Eq. (14) with both hard- and soft-thresholding is illustrated in Fig. 2. The noisy wrapped phase map is obtained by adding complex-valued Gaussian noise of variance \( 2\sigma^2 \) (the real and imaginary part are independent Gaussian with variance \( \sigma^2 \)) to EPF of a Gaussian function,

\[
14\pi e^{-nm^2/200-mp^2/450},
\]

as in [14], where \( n, m \in \mathbb{Z} \) are horizontal and vertical indices representing the position of a pixel in an image whose origin is at the center of the image. The denoising performances were measured by the improvement in the signal-to-noise ratio (ISNR),

\[
\text{ISNR} = 10 \log_{10} \left( \frac{\| \varphi_{\text{true}} - \varphi_{\text{true}} \|_2^2}{\| \varphi_{\text{true}} - \varphi_{\text{true}} \|_2^2} \right),
\]

where \( \varphi \) is a noisy wrapped-phase map, \( \varphi_{\text{true}} \) is its denoised version, and \( \varphi_{\text{true}} \) is the noiseless one. Since the performance
depends on both redundancy and threshold $\lambda$, every combination of them are tested. The second row is the result for hard-thresholding, while the third row is for soft-thresholding. From Figs. 2(f) and 2(i), it can be confirmed that the performances of hard- and soft-thresholders are almost the same when they are combined with the fully redundant Gabor frame, or WFT. On the other hand, their performance greatly differs when redundancy is cut down: soft-thresholding is more stable in decreasing redundancy than hard-thresholding. This result indicates that WFF with a Gabor frame and soft-thresholding operator can be accelerated by reducing its redundancy without much loss on the denoising performance. It also justifies the effectiveness of using the soft-thresholding operator instead of hard-thresholding in the proposed method. Note that it also has advantages from the optimization point of view: the corresponding cost function, $\ell_1$-norm, is convex, which is an important property, as explained in Section 3.B.

Based on these results, for comparison to the proposed method, WFF is performed with the soft-thresholding operator in the next experiment.

B. Proposed Method

Denoising performance of the proposed method is compared with WFF and PEARLS (phase estimation using adaptive
regularization based on local smoothing), which is one of the state-of-the-art methods for wrapped phase denoising using window-sized adaptation [14]. Testing data are the same Gaussian function in Eq. (23) except for 1/4 region where the Gaussian is replaced by zero. This is chosen for checking the ability of preserving the discontinuity of phase.

The two window functions $g_{t1}$ and $g_{t2}$ used in the Gabor frames of the proposed method are shown in Fig. 3(a) and 3(b), respectively. $g_{t1}$ is the canonical tight window for a 15-channel Gabor system, with 5-pixel shifting constructed from the Hamming window, whose support is $15 \times 15$ pixels, while $g_{t2}$ is for 4-channel with 2-pixel shifting constructed from the iterated sine window of $3 \times 3$ pixels [43]. Their redundancies are $R_1 = 9$ and $R_2 = 4$. These windows are chosen intuitively, with the hope that the Gabor system corresponding to $g_{t1}$ is adapted to the smooth part, while $g_{t2}$ is adapted to the detailed part of the phase. There should be a better pair of windows for the testing data because, in general, the best window function depends on its application and data; we do not consider such adaptations of windows here.

Figure 4 summarizes the denoising performances for noise level $\sigma = 0.25, 0.5, 0.75, 1$ that are approximately SNR = 9, 3, −0.5, −3 dB, respectively. WFF was performed by soft-thresholding with threshold $\lambda$ on a fully redundant Gabor system whose redundancy is 10,000. Its window function was a Gaussian function, shown in Fig. 3(c), which is chosen to have similar shape as $g_{t1}$, Fig. 3(a). The filtering step of PEARLS was tested by using the MATLAB code provided in [44]. It adaptively changes window size so that the smooth part is treated by a large window while the rapidly changing part is treated by a smaller one. $\Gamma$ is a parameter to control such adaptation; see [14] for detail. The proposed method was performed by 100 iterations ($K = 100$) with $\alpha = 0.5$, $\rho = 1$, and the initial value of $x$ was set to $\mathcal{F}[^{1}F_{\text{soft}}^{\Lambda}F_{\text{hard}}]^{d}$. Figure 4 and 6 show visual examples of the results. The parameters for obtaining them are listed in Table 1; they were chosen based on Fig. 4 so that nearly the best ISNR was achieved for each situation. The corresponding unwrapped results were obtained by the phase-unwrapping max-flow (PUMA) algorithm [4].

Let us point out a few things about the proposed method:

- Comparison to WFF. Since the proposed method is an extended version of WFF, their experimental results are similar in terms of ISNR. However, there are notable differences in the presence of artifacts. The results for WFF contain some low-frequency patterns that deformed the flat part of the original phase, as in Figs. 5 and 6. This is caused by violation of the sparsity assumption owing to artificial low-frequency
components created by windowing. Such components can be ignored if a very large window is used, but that causes another problem: oversmoothing. On the other hand, the results for the proposed method contain fewer artifacts thanks to the high-pass filter $D$ in the penalty term. In addition, the usage of multiple windows preserved discontinuity, or edge, more clearly than WFF.

Comparison to PEARLS. Since the core feature of PEARLS is to choose the window size adaptively depending on the smoothness of the underlying phase, estimation of window size is the most important step in achieving a good result. Indeed, it works quite well when the noise level is moderate. However, window size cannot be estimated reasonably for severely contaminated data because PEARLS tries to preserve noise pattern as detail in such a case. Although this phenomenon can be eliminated by choosing larger windows more frequently, this strategy cannot preserve discontinuity and detail, which makes PEARLS less attractive. In contrast, the proposed method is more robust in a highly noisy situation. This should be because it is formulated as a convex optimization problem: not changing window size directly but combining multiple windows in the form of infimal convolution.

Computational time. Table 2 shows the computational time of each method. Although the proposed method iterated the loop 100 times, which requires computation of forward and inverse Gabor frame transformations more than 400 times, the proposed method can be performed faster than WFF. This is because the redundancies of the Gabor frames, $R_1 = 9$ and $R_2 = 4$, are much smaller than that of WFF (10,000). Note that the balance of computational cost and denoising performance of the proposed method can be adjusted by changing the redundancies and number of iterations $K$. Also, it is possible to increase its performance for fixed $K$ by tuning the parameters $\alpha$ and $\rho$. Moreover, implementation in faster
languages, such as C language, can decrease the execution time of the proposed method that is implemented in MATLAB here.

5. CONCLUSIONS

In this paper, a convex optimization-based method for denoising a wrapped-phase map is proposed. It can be regarded as an extension of the well-known WFF in three senses: (1) replacing WFT with a Gabor frame decreases computational cost; (2) formulation based on infimal convolution allows simultaneous use of multiple windows; and (3) combination of a difference operator enhances sparsity and increases qualitative performance. The experimental results showed that the proposed method can obtain better results, which contain fewer artifacts than the ordinary WFF and PEARLS.
We should note that automatic estimation of a good combination of regularization parameters is a highly desirable feature for practical use. There is much research on such automatic tuning, and that topic should be investigated in the future for the proposed method as well.
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